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Research Article

The future of death in America

Gary King 1

Samir Soneji 2

Abstract

Population mortality forecasts are widely used for allocating public health expenditures,
setting research priorities, and evaluating the viability of public and private pensions, and
health care financing systems. In part because existing methods forecast less accurately
when based on more information, most forecasts are still based on simple linear extrapo-
lations that ignore known biological risk factors and other prior information. We adapt a
Bayesian hierarchical forecasting model capable of including more known health and de-
mographic information than has previously been possible. This leads to the first age- and
sex-specific forecasts of American mortality that simultaneously incorporate, in a formal
statistical model, the effects of the recent rapid increase in obesity, the steady decline in
tobacco consumption, and the well known patterns of smooth mortality age profiles and
time trends. Formally including new information in forecasts can matter a great deal. For
example, we estimate an increase in male life expectancy at birth from 76.2 years in 2010
to 79.9 years in 2030, which is 1.8 years greater than the U.S. Social Security Administra-
tion projection and 1.5 years more than U.S. Census projection. For females, we estimate
more modest gains in life expectancy at birth over the next twenty years from 80.5 years
to 81.9 years, which is virtually identical to the Social Security Administration projection
and 2.0 years less than U.S. Census projections. We show that these patterns are also
likely to greatly affect the aging American population structure. We offer an easy-to-
use approach so that researchers can include other sources of information and potentially
improve on our forecasts too.

1 Albert J. Weatherhead III University Professor, Harvard University, Institute for Quantitative Social Science,
1737 Cambridge Street, Cambridge MA 02138. E-mail: King@Harvard.Edu, http://GKing.Harvard.Edu.
2 Assistant Professor, The Dartmouth Institute for Health Policy & Clinical Practice and The Norris Cotton
Cancer Center, Dartmouth College, One Medical Center Drive, Lebanon, NH 03765. Phone: 603-653-3908,
Fax: 603-653-0896, E-mail: samir.soneji@dartmouth.edu, http://www.dartmouth.edu/∼soneji.
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1. Introduction

Since 1950, U.S. life expectancy at birth has grown from 68 to 78 years. The U.S. also
experienced considerable population aging resulting mainly from declining fertility and
mortality. The elderly (≥ 65 years) grew from 14% of the population in 1950 to 19%
in 2000, while the working age population (18 to 64 years) declined from 60% to 56%.
These developments in population aging had massive implications for American life, as
well as for the allocation of medical expenditures, public health efforts, research pri-
orities, pension programs, Social Security, economic growth, and health care financing
(Lee and Tuljapurkar 1997). Future American mortality patterns are of understandably
widespread interest, despite their uncertainties. In this paper, we offer the first formal
statistical forecasts of age and sex-specific U.S. mortality to include knowledge about
common demographic patterns in mortality, and large and well-studied biological risk
factors.

The early demographic work of Graunt (1662), Huygens (Boyer 1947; Vollgraff 1950),
Halley (1693) and Gompertz (1825) established two ubiquitous patterns that have con-
tinued to hold up across many countries and time periods. First, age-specific mortality
usually declines smoothly and gradually over time, with few sharp jumps from one year
to the next. Second, time-specific mortality across age groups, known as “age profiles,”
have a characteristic shape, with adjacent age groups having similar mortality rates. The
vast majority of mortality forecasts to date have incorporated only the time-smoothness
property; we make it possible to include as prior information (i.e., rather than either to
ignore or require) both smoothness over time and age groups, when the data support it.

Smoking and obesity are two important risk factors, both with well-studied conse-
quences for mortality and large changes over time. Smoking rates steadily declined over
the last half century, and obesity rates have rapidly increased in the last thirty years. Most
American mortality forecasts ignore these patterns and are based only on simple extrapo-
lations without covariates, and so include these risk factors only indirectly. Other methods
study these risk factors directly but do not include the known tendency of demographic
patterns to be smooth over time and age. We directly measure and include both risk factor
and known demographic patterns in the same forecasting model, which allows forecasts
to take note of these factors if — and only if — the data support their inclusion.

We attempt to follow the best forecasting practices now common across many aca-
demic fields: When the exact process underlying an outcome is known, the corresponding
model is specified and used. When this is not feasible, as with mortality forecasting, we
rely on empirical regularities built from the best causal knowledge the health and demo-
graphic literature offers. Reliance on empirical regularities will fail in the presence of an
unpredictable structural break in the data, e.g., a pandemic, new disease, novel risk factor,
or unmeasured change in existing risk factors. Such events are unpredictable and add to
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uncertainty (which we also measure and report) but fortunately structural breaks tend to
be rare.

We forecast mortality by single year of age and sex for the next twenty-five years
in the U.S. We also offer guidance about the use of our approach that will enable other
scholars to produce even better forecasts than ours when new covariates or other infor-
mation become available. Methods such as ours tend to be the most accurate available
when the underlying data generating process is uncertain because empirical regularities.
These methods should not be confused with models optimized for making causal infer-
ences, which is a different task and requires other approaches (e.g., Ho et al. 2007; Robins
2008). Indeed, none of our results should be seen as claims about the causal effects of
obesity, smoking, or any other factor.3

First, we summarize known demographic and risk factor information useful for fore-
casting in Sections 2 and 3. Second, we assess existing forecasting methods in Section
4.1 and our approach in Section 4.2. Third, we present our mortality forecasts in Section
5. Fourth, we discuss sources of uncertainty and possible difficulties with our approach
in Section 6. Finally, we present mathematical details of our forecasting method in the
appendices.

2. Mortality and its patterns

We first discuss an important issue in measuring mortality and then illustrate the venerable
pattern of how mortality smoothly changes over time and age. We use patterns such as
these as prior information to improve the forecasts when supported by the data.

Measurement The most commonly used indicator of mortality in demography is the
mortality rate (usually written nxmx for age group [x, x + nx)). The mortality rate is the
number of deaths in a time period and age group divided by the person-years of exposure
to the risk of death. In practice, the exposure time is not known and so must be estimated
based on assumptions about when deaths occur during each time interval. This is not
a major issue for most demographic analyses, but it is a serious issue for forecasting.
Exposure in the in-sample data (used to construct the forecast) and exposure in the the out-
of-sample data (used to validate the forecast) both must be estimated. As such, validating
a forecast based on nx

mx is usually impossible, since assumptions about future exposure
can always be adjusted to apparently improve the forecasts.

3 Different research goals typically require entirely different specifications: For example, in estimating the
causal effect of a drug given at birth on longevity, controlling for a measure of health at age 5 would be inap-
propriate because it would induce post-treatment bias (King and Zeng 2006); however, such a measure would
greatly improve a longevity forecast and so should be included if that were the research goal.
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Our solution to this problem is to use the conditional probability of death as our mea-
sure. This quantity is usually written as nxqx for age group [x, x + nx). The conditional
probability of death is the number of deaths in a time period and age group divided by
the population alive at the start of that time period, and so is easy to interpret. Since both
components are directly observable, nxqx is also directly observable. As such, forecasts
that withhold known mortality so it can be used for validation are vulnerable to being
proven incorrect, which is required for scientific progress.

Empirical regularities Between 1950 and 2007, U.S. age-specific mortality was lo-
cally smooth and maintained an age profile similar to the pattern shown in the left panel
of Figure 1. We measure nxqx by each single year of age from 0 to 100 (with 100 as
the start of an open age interval and ∞q100 = 1) between 1980 and 2007. We follow the
common demographic convention of dropping the left subscript when the age group is a
single year of age.4 Smoothness within a given year can be seen by the small incremental
changes in log-mortality across age groups. The consistent pattern starts with high infant
mortality followed by a rapid decline until approximately age 10. Mortality then increases
to a local maximum, the so-called accident hump especially prominent in males. Adult
log-mortality then increases nearly linearly until an apparent deceleration starting at about
age 90.

Time trends of mortality are also locally smooth and decline over time (Figure 1,
right panel) consistent with patterns in most other time periods in advanced industrialized
countries (Gompertz 1825; Keyfitz 1982; McNown 1992). Smoothness for a given age
can be seen by small incremental changes in log-mortality over time. The pace of the
decline differs slightly among ages and over some short time intervals. For example, age
0 mortality decreased fastest during the 1990s and slowed in the 2000s. The pace of
mortality decline over time was quite similar among adults aged 60-80 years. A similar
pace of decline among the oldest-old ages (≥ 85 years) observed in the U.S. has been
well documented with high-quality demographic data in over two dozen other countries
(Kannisto et al. 1994).

3. Risk factors: Smoking and obesity

In this section, we discuss evidence of tobacco consumption and obesity’s effect on mor-
tality. Covariates need not have a causal relationship to mortality to ensure predictive
success, but the causal literature is certainly helpful in making choices.

4 To determine death counts, we use the Mortality Detail Files 1980–2007, containing information on all deaths
registered on individual U.S. death certificates transmitted to the National Center for Health Statistics. We use
population counts calculated by the Human Mortality Database (Human Mortality Database 2008).
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Figure 1: Observed U.S. male mortality, age and time domains
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Notes: The left panel shows the age profile of male log-mortality (measured by the conditional probability of death)
in 1950 and 2007. The right panel shows male log-mortality for select ages observed between 1950 and
2007. Ages are listed along the left side (e.g., “60” represents age [60, 61) years).

3.1 Relationship to mortality

The strong link between cigarette smoking and increased risk of mortality has been well
established since 1950 (Doll 1999; Parascandola 2004). Cigarette smoking increases the
risk of cardiovascular disease, lung cancer, chronic obstructive pulmonary disease mor-
tality, and nearly fifty other causes of death. After adjusting for several known mortality
risk factors, Jacobs et al. (1999) found smokers’ hazard of death 1.3 times greater than
non-smokers and the attributable risk of smoking to be 23%. In the fifty-year followup
of their seminal study, Doll et al. (2004) estimated male cigarette smokers died ten years
younger than nonsmokers, on average.

Obesity, characterized by excess adipose tissue, is highly heritable (Wardle et al. 2008)
and likely stems from a complex interaction of multiple genes, environmental factors, and
behavior (Yang, Kelly, and He 2007). Emerging biological research is providing more in-
formation on caloric excess in humans and other species (Baur et al. 2006). In humans,
excessive weight gain may disrupt metabolism through closely linked metabolic and in-
flammatory signaling pathways (e.g., the insulin/insulin-like growth factor-1 pathway).
Excess glucose and lipids trigger metabolic dysfunction, which, in turn, triggers inflam-
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matory responses. The result is a cycle of further metabolic dysfunction and inflammatory
responses that contribute to cellular stress. For example, excessive oxidation of glucose
or free fatty acids by mitochondria creates oxidative stress, which can damage cellular
structures.

Within the scientific community, there is uncertainty on obesity’s effect on mortality
at the population level (Crimmins, Preston, and Cohen 2011). There is general consensus
of excess age-specific mortality among the class I, II, and III obese (Fontaine et al. 2003;
Olshansky et al. 2005; Stewart, Cutler, and Rosen 2009).5 Yet, how much the overweight
experience leads to excess age-specific mortality remains an open empirical question. In
their careful prospective analysis of 900,000 adults, Prospective Studies Collaboration
(2009) considered the relationship between obesity and mortality among current cigarette
smokers and those who never smoked regularly. Among smokers, compared to the normal
weight group, the risk of mortality was higher for the underweight, approximately equal
for the overweight, higher again for class I obese, and higher still for class II obese.
Among non-smokers, compared to the normal weight group, the risk of mortality was no
higher for the underweight or overweight groups, was higher for the class I obese, and
higher still for the class II obese.

Equally uncertain is the extent to which obesity affects life expectancy. Peeters et al.
(2003) found an estimated reduction in life expectancy at age forty of six years for
obese males and seven years for obese females, compared to their non-obese counter-
parts. Fontaine et al. (2003) found an estimated decline in male life expectancy at age 50
ranging from one to seven years for those ranging from BMI 30 to 45+, respectively. A
similar decline was noted in female life expectancy. Recently, Preston and Stokes (2010)
found an estimated gain in life expectancy at age fifty from hypothetically redistributing
the obese into optimal BMI categories between 0.6 and 1.9 years for males and 0.8 to 1.6
years for females.

Flegal et al. (2010) suggest the mortality risk associated with obesity may be changing
over time. More effective medical management of obesity related complications using
existing therapeutic agents may mitigate the impact on mortality and longevity for some.
Emerging biological knowledge of the mechanisms and signaling pathways by which
genetic and environmental factors interact to favor weight gain and disrupt metabolism is
also opening the possibility of new therapeutic intervention (Baur et al. 2006). Although
compliance with medical recommendations in a population that also experiences difficulty
complying with dietary advice may not be very high.

A population’s health is a complex multi-dimensional concept that changes over age,
time, and across countries. We consider cigarette smoking and obesity, though there cer-
5 The World Health Organization classification of BMI: underweight (BMI≤18.5), normal weight

(18.5≤BMI≤24.9), overweight (25.0≤BMI≤29.9), class I obesity (30.0≤BMI≤34.9), class II obesity
(35.0≤BMI≤39.9), and class III obesity (BMI≥ 40).
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tainly are other important risk factors. The interaction of risk factors is quite likely, as
well. Freedman et al. (2006) found the mortality risk among obese smokers, even young
obese smokers, far exceeded the sum of their individual risks. Considerable variation in
mortality risk may also exist among individuals, even within a specific sub-population.
For example, Wessel et al. (2004) note substantial differences in cardiorespiratory fitness
among females at all levels of obesity, but the precise and complex interactions among
physical fitness, obesity, and mortality remain largely unknown (Allison et al. 2003). In-
cluding all necessary interactions and sub-population effects to build a completely spec-
ified causal model would be an important task, but is not the subject of this paper. Our
alternative strategy of forecasting based on causally informed empirical regularities is
likely to be somewhat safer, at least until considerably more data become available.

3.2 Lag lengths

Contemporaneous relationships and lagged relationships with mortality are two approaches
to using covariates in forecasting. Using the contemporaneous relationship between co-
variates and mortality is generally not a good idea for two reasons. First, we would not
expect the risk factors to instantly affect mortality. Second, using the risk factors at time
t to predict mortality at time t requires one to separately forecast covariates prior to fore-
casting mortality, since knowledge of the covariates would be required at time t+k for a k
step ahead forecast. This extra forecasting step is not only inconvenient and model depen-
dent, but it also propagates considerable additional uncertainty into the ultimate mortality
forecasts.

In contrast, using lagged covariates in mortality forecasting models is typically a more
objective, less model-dependent, and less uncertain approach. We thus lag the covariates
in a cohort-based analysis. That is, we lag the risk factors k years in time while keeping
the cohort, which is k years younger, the same. We then use a one-step ahead forecasting
procedure with the final observed year of covariate values to forecast k years into the
future. This approach bases forecasts on risks already experienced by the population
rather than on risks predicted to occur in the future.

Literature on the life course is helpful in determining the lag length because it focuses
on the timing of the association between an exposure and the eventual mortality outcome
(Lynch and Smith 2005). For example, Rogers et al. (2005) and Preston and Wang (2006)
both found a strong effect between a cohort’s earlier smoking history and its later mor-
tality. Peace (1985) found a strong time-lagged correlation of 20 to 25 years between
cigarette sales and lung cancer mortality at the population level. A time lag also exists
among obesity, development of chronic conditions, and mortality. Unlike the historical
decline in smoking, the rise in obesity is much more recent and we are likely to observe its
consequences in the future (Sturm 2002; Gutterman 2008). Baker, Olsen, and Sørensen
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(2007) recently found a strong association between childhood obesity and coronary heart
disease mortality between ages 25 and 60.

Thus, we keep the lag length k to approximately what we learn from the life course
perspective, which is about k = 25 years, for both smoking and obesity, although the lag
value need only be approximate given the high autocorrelation in mortality. We demon-
strate this point by also considering shorter lags, k = 5, 10, 15, and 20 years in Section
6. When lagging far enough back so that the covariate would not be meaningful, such as
smoking rates for infants, we drop the covariate. A crucial advantage of our statistical
methodology is that it enables us to use different covariates for forecasting different age
groups while still borrowing strength in estimating all the cross-sections together, and
smoothing over age and time appropriately.

As Soneji and King (2011) note, period effects may also strongly affect mortality,
in addition to cohort effects. For example, the 1964 U.S. Surgeon General’s Report on
Smoking and Health (Office of the Surgeon General 1964) marked a period of intense
anti-tobacco public health campaigns. The collection, now totaling over thirty reports, fo-
cused on changing behavior, attitudes, and knowledge among potential and current smok-
ers. Unlike a cohort-specific model, which incorporates time-lagged correlation between
potential covariates and mortality, a period-specific model would require the prediction
of covariates for ages in the future. Also noteworthy is the current debate within the
demographic research community on whether period life expectancy is biased because
of changes in the timing or age of mortality (Bongaarts and Feeney 2003; Guillot 2003;
Wilmoth 2005). Such changes in the timing of death may result, for example, from the
considerable decline in U.S. smoking.

3.3 Measurement

We estimate historical smoking prevalence from 1955 to 2007 from national-level cross-
sectional surveys, including the 1955 Current Population Survey and seventeen National
Health Interview Surveys (NHIS) beginning in 1966. From 1955 to 1991, a respondent
was considered a current smoker if he or she responded affirmatively to the questions
“Have you smoked at least 100 cigarettes in your entire life?” and “Do you now smoke?”.
In 1992, the second question changed to “Do you now smoke every day, some days, or
not at all?”. Since 1992, a current smoker was defined as someone who has smoked at
least 100 cigarettes in their life and currently smokes every day or some days. In all
our analyses, survey weights calculated by the National Center for Health Statistics are
incorporated so that respondents represent their population share. Non-response through
refusal to answer, lack of knowledge, or inability to ascertain tobacco usage was less than
1.4% for all years of the survey.

We estimate historical obesity 1961–2007 from national-level cross-sectional surveys,
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including the 1959–1962, 1971–1975, and 1976–1980 waves of the National Health and
Nutrition Examination Survey and annual NHIS since 1981. A respondent is considered
obese if his or her Body Mass Index (BMI) is 30 kilograms per meter squared or greater.
We recognize the possible disadvantage combining information from surveys with differ-
ent methodologies and a single BMI threshold for obesity (Mehta and Chang 2009). BMI
itself may also have limitations as a measure of apidosity because it does not differentiate
between fat mass (e.g., visceral fat) and fat-free lean mass (Bergman et al. 2006; Snijder
et al. 2006). Several studies argue that a greater percentage of fat mass increases mortality
risk, especially among the elderly. A greater percentage of fat-free lean mass, however,
may decrease mortality risk (Heitmann et al. 2000). Yet in their systematic review of 54
cohort studies, Romero-Corral et al. (2006) note the higher BMI, the better the discrimi-
natory power for body fat and lean mass. However, the signal from the pattern of obesity
change in the U.S. appears to overwhelm any such measurement noise. Other thresholds
for obesity, and other measures such as average BMI, do change the forecasts, but do not
have a major impact on the results. The resulting data is a rich history of the best existing
height and weight measurements over the last 47 years.

Finally, following Murray and Lopez (1996) and others, we use a linear time trend as
a proxy for technological progress. This is a crude measure, but we have not found dra-
matic differences with other basis functions so long as our priors for demographic patterns
are also included. Our preliminary experiments using patents and National Institutes of
Health research funding also does not seem to have a large effect, although this is worth
much further study.

3.4 Historical patterns

We estimate smoking and obesity prevalence for males and females ages 0 to 100 between
1955 to 2007. As with mortality, we expect the prevalence of these risk factors to change
smoothly over time, though the observed values are more noisy because they are based on
random samples. We therefore apply the smoothing techniques described in Section 4.2
which also enable us to interpolate prevalence during years without sample data.

Figure 2 presents time series plots of the observed data (circles) and smoothed tra-
jectories (lines) for smoking (top panels) and obesity (bottom panels), for females (left
panels) and males (right panels), and for selected age groups (represented in different
colors and labeled on the left of each line). The smoking results in the top graphs por-
tray the broad declines across age and sex groups in smoking, with the sharpest declines
occurring among younger adult males. Among forty-year old males, for example, smok-
ing decreased from approximately 64% in 1955 to 10% in 2007. Among similarly aged
females, smoking prevalence decreased from 39% in 1955 to 8% in 2007.
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Figure 2: Smoking and obesity prevalence over time
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Both sexes experienced a dramatic increase in obesity, as measured by excess BMI,
with the sharpest increases occurring among the young (Figure 2, lower panels). For
example, the prevalence of obesity increased from 10% in 1961 to 28% in 2007 among
forty-year old males. Similarly aged females experienced an increase from 13% in 1961
to 27% in 2007. The fastest increase has occurred since 1990 for all age groups and both
sexes.

The relationship between obesity, morbidity, and mortality may change over time
with advancements in medicine. Pharmacological innovations may have contributed to
reductions in cardiovascular disease (CVD) risk factors over time, an important medical
complication of obesity. Gregg et al. (2005) observed secular reductions in hypertension
and high total cholesterol level among all BMI groups. A crucial exception is diabetes
mellitus; this CVD risk factor nearly tripled among the obese from 1960 to 2000. Our
linear trend will proxy for some of this and other technological progress.

4. Forecasting methodology

We discuss here issues with existing methods and then introduce our approach, which
attempts to build on the existing methods and address some of the issues they raise.

4.1 Assessment of existing methods

Ideally, a mortality forecast would simultaneously incorporate the effect of the rapid in-
crease in obesity and the steady decline in cigarette consumption, while still maintaining
the long-standing patterns of smooth mortality age profiles and time trends. At the same
time, these patterns only affect the forecasts if not greatly contradicted by the in-sample
data. Forecasting methods to date have not been able to incorporate this combination of
properties. First, by construction, purely extrapolative methods cannot include informa-
tion about the direct effects of risk factors with known health effects. Second, because of
various independence assumptions, existing methods that allow for the incorporation of
key risk factors often yield forecasts that violate the well known demographic patterns of
smooth age and time profiles.

We illustrate these problems by using the two most common existing forecasting
methods: the time-series based Lee-Carter approach (Lee and Carter 1992) and least
squares (LS) regression. We use 1980–2007 U.S. male mortality data to forecast through
the year 2030.

Forecasts The first column of Figure 3 presents forecasts of log-mortality using the ap-
proach of Lee and Carter (1992). The results seem reasonable in the time domain, al-
though the age profiles exhibit some local non-smoothness that increase over time. Sec-
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ond, we consider a forecast of log-mortality as a linear function of time (Figure 3, second
column). We write this model as:

E (log(qa,t)) = β(0)
a + β(year)

a yeart. (1)

This forecast yields nearly identical results to those of Lee-Carter. Third, we consider
a forecast of log-mortality as a linear function of time and smoking lagged by 25 years
(Figure 3, third column). We write this model as:

E(log(qa,t)) =

{
β

(0)
a + β

(year)
a yeart, if a < 50

β
(0)
a + β

(year)
a yeart + β

(smoking)
a smokinga−25,t−25, if a ≥ 50

(2)

where smokinga−25,t−25 is smoking prevalence 25 years earlier in age and 25 years earlier
in time. The results here are plausible for some ages and implausible for others; the age
profiles grow increasingly non-smooth. For example, mortality is low for 30-year-olds,
enormously higher for 35-year-olds and almost nonexistent for 40-year-olds. This fore-
cast is very far from any historical experience and so cannot be taken seriously. Fourth,
we consider a forecast of log-mortality as a linear function of time, smoking lagged by 25
years, and obesity lagged by 25 years (Figure 3, fourth column). We write this model as:

E(log(qa,t)) =





β
(0)
a + β

(year)
a yeart, if a < 50

β
(0)
a + β

(year)
a yeart + β

(smoking)
a smokinga−25,t−25

+β
(obesity)
a obesitya−25,t−25, if a ≥ 50

(3)

where smokinga−25,t−25 is similarly defined and obesitya−25,t−25 is obesity prevalence
25 years earlier in age and 25 years earlier in time. The dubious time series plot and highly
non-smooth age profile plot are implausible, with no historical experience to support such
a pattern.

We learn that the forecasts from linear regression models become increasingly un-
believable as more informative covariates are included, thereby violating some of the
strongest empirical regularities in demography. Instead of indicating that medical sci-
ence has been wrong about the effects of smoking and obesity, and demographers are
about to be wrong about the smoothness of age and time profiles, these results reveal
the inadequacy of forecasting methods based on independent linear regressions or pure
extrapolation. The methods would also seem to violate the “more data is better” princi-
ple of statistical inference. Newer approaches may make it possible to improve on these
results. We introduce one in the next section. (Another possibly useful method is a two-
dimensional regression spline, which avoids linearity assumptions but has not yet been
adapted to include priors or covariates that differ among different cross-sections; Currie,
Durban, and Eilers 2004; Kirkby and Currie 2010).
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Figure 3: Male all-cause log-mortality forecast: Lee-Carter, linear time
trend, time+smoking, and time+smoking+obesity
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Validation We now show that the existing forecasting methods studied above, which
produce implausible results based on historical experience, also turn out to be suboptimal
when evaluated in rigorous out-of-sample tests. To illustrate these tests, we set aside the
last ten years of observed historical mortality (1998-2007) as the validation period and
create forecasts based only on the earlier data (1980-1997). We then calculate the average
root mean square error (RMSE) of the out-of-sample data for all ages and all years in
the validation period, for both male and female mortality. We repeat the same RMSE
calculation for each of the four methods illustrated in Figure 3.

The results appear in the first four rows of Table 1. Out-of-sample RMSE is lowest for
the models that ignore the most information — the Lee-Carter models and least squares
with only time as a covariate, for both males and females. (We discuss our method and its
lower RMSE in the next section.)

Table 1: Out-of-sample RMSE for alternative forecasting methods, based on
a 10 year holdout period

Male Female

Lee-Carter 0.0140 0.0041
Least Squares Regression: Time 0.0135 0.0044
Least Squares Regression: Time+Smoking 0.0184 0.0065
Least Squares Regression: Time+Smoking+Obesity 0.0310 0.1606
Our Mortality Forecast 0.0079 0.0039

Validation is an important aspect of all mortality forecasts. We considered numer-
ous factors in constructing validations. First, we incorporated plausible lags between
mortality and the potentially informative covariates. Second, we utilized observed and
measured values of potentially informative covariates, rather than estimate earlier values.
For example, cigarette smoking prevalence data by age and sex is first available in the
US for 1955. Third, we ensured an adequate historical period of mortality to form the
basis of a validation forecast. We also ensured an adequate validation period of observed
historical mortality to properly assess the accuracy and properties of the forecast. We
prioritized forecasting based on observed historical covariate data and maintaining sub-
stantively reasonable lag lengths. In doing so, we utilized a shorter historical mortality
period than might be otherwise possible. We explored different lengths of the validation
period (observed mortality intentionally left out of the forecast) and found the ten-year
window afforded sufficient data for the validation forecast and a sufficient length of time
to properly assess the accuracy of forecasts. We make available all of our data and code
so that others can make different choices and incorporate different tradeoffs in validation
(King and Soneji 2011).
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4.2 Our approach

We employ a Bayesian hierarchical modeling approach developed by Girosi and King
(2008) to incorporate both the key risk factors of smoking and obesity and the long-
standing demographic patterns of smooth mortality age profiles and time trends into the
same forecasting approach (King and Soneji 2011). In this approach, risk factors and time
are included in linear regression models as measured covariates. Demographic informa-
tion on smoothness of expected mortality across age groups and time periods enters the
model as Bayesian priors. The priors are not merely on difficult-to-interpret coefficients,
as in classic Bayesian approaches, but instead are stated as beliefs about aspects of ex-
pected mortality such as smoothness across age groups and time periods, which is what
prior demographic research has taught us. The method also estimates the set of regres-
sions from age-specific forecasts together, rather than making implausible independence
assumptions across age groups or time periods, or requiring the same covariates for all
cross-sections (such as requiring tobacco consumption among infants).

The Bayesian priors thus incorporate previous empirical patterns and formalize quali-
tative knowledge demographers have gained over the last 350 years. The Bayesian model
uses demographic and risk factor information, but is designed to down-weight or ignore
it if contradicted by observed empirical patterns. The priors only have their effect on
forecasts in areas where the data are weak, and the risk factors only have an effect on the
forecasts if the hypothesized pattern is found in the in-sample data. We summarize the
details of the statistical methods we use, along with a worked example, in the Appendix.

Girosi and King (2008, Chapters 11–13) present extensive tests of the model for nu-
merous mortality data sets in many countries. They show that including information in
this model in the way we do substantially improves out-of-sample forecasts. Thus, to
these validation results, we add the final row of Table 1; this reports the out-of-sample
RMSE for our forecasts, which are lower than the other for methods reported, consistent
with the results of Girosi and King (2008).

5. Mortality forecasts

Using the methodology in Section 4.2 (and the Appendix), we forecast mortality by sex
and single year of age 0–100 between 2008 and 2032. As discussed in Section 3.2, for
ages less than 50 years, the only covariate in the model is a time trend. For ages 50 and
greater, covariates include a time trend, smoking prevalence lagged 25 years in time and
age, and obesity prevalence also lagged 25 years in time and age. In other words, we
consider the smoking and obesity prevalence of the birth cohort 25 years earlier. We may
write our model as:
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E(log(qa,t)) =





β
(0)
a + β

(year)
a yeart, if a < 50

β
(0)
a + β

(year)
a yeart + β

(smoking)
a smokinga−25,t−25

+β
(obesity)
a obesitya−25,t−25, if a ≥ 50

(4)

where smokinga−25,t−25 is smoking prevalence and obesitya−25,t−25 is obesity preva-
lence 25 years earlier in age and 25 years earlier in time. The regression coefficients,
β, are drawn from a Bayesian posterior distribution, as described in Section A2. The
covariates are not projected or forecasted into the future. Rather we base forecasts on
past risks already experienced by the population. We discuss forecasts of mortality, life
expectancy, and the population age structure. We also compare our forecasts with official
U.S. projections.

Future mortality In Figure 4, we present our mortality forecasts in the time and age
domains and highlight key properties and differences between the sexes and among age
groups. Unlike the demographically unreasonable least squares forecasts with the method
given in Figure 3, our forecasts maintain common historical demographic patterns: they
are smooth over time, as seen in the solid lines in the upper panels of the figure, and
smooth across age groups, as shown in the bottom panels (color-coded by year).

The pace of mortality decline may be faster than officially projected, especially for
males ≥ 50 years (Figure 4, top left panel). For example, we forecast a reduction of
6,320 deaths in the 80-84 year age group between 2010 and 2030 for each 100,000 males
who reach age 80. In comparison, the intermediate Social Security Administration (SSA)
forecast for the same age group predicts a reduction of 5,280 deaths between 2010 and
2030 per 100,000 males who reach age 80. The pace of mortality decline may also be
faster for males than females, especially above age 50 years. For example, we forecast a
decline in the conditional probability of death among male 80-84 year olds from 0.33 in
2010 to 0.27 in 2030. In comparison, we forecast a decline among females 80-84 years
old from 0.26 in 2010 to 0.24 in 2030.
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Figure 4: Male and female log-mortality over time and age groups for our
model including time, smoking, obesity, and smoothness priors
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Notes: The top panel shows observed male (left) and female (right) log-conditional probability of death (in circles)
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http://www.demographic-research.org 17



King & Soneji: The future of death in America

Life expectancy Period life expectancy is the expected remaining life of an individual of
a given age who experiences the age-specific mortality of a given year (Preston, Heuve-
line, and Guillot 2001). In the left and center panels of Figure 5 for males (left) and
females (center), we present this statistic for ages 0 and 65, calculated from our forecast
conditional probabilities of death6. For males, our estimates (given by solid lines) are
substantially higher than SSA’s projections (given by +). For males, we estimate life ex-
pectancy at birth to increase steadily from 75.6 years in 2007 to 79.9 years in 2030. In
comparison, the SSA forecast in 2030 is 78.1 years. For females, we estimate virtually
the same life expectancy at birth in 2030 as the SSA of 81.9 years.

We also calculate the expected age at death among those alive at age 65 (equal to the
sum of 65 years and life expectancy at age 65 in a period life table) as shown in the upper
lines of the left and center panels of Figure 5. For males age 65 in 2030, we estimate the
expected age at death to be 84.4 years, compared to 83.4 years by the SSA. For females
at the same age and year, we estimate virtually the same expected age at death as the SSA
of 85.4 years.

Figure 5: Expected age at death and aged dependency ratio over time
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65 under the time+smoking+obesity model, as well as Social Security Administration projections (+). (In
a period life table, the expected age of death equals the sum of life expectancy and age.) The right panel
gives the ratio of elderly (≥ 65 years) to the working age population (between 20 and 64 years).

6 To close the life table, we follow the approach of Horiuchi and Coale (1982) and Preston, Heuveline, and
Guillot (2001) and assume the mortality hazard above age 100 is Gompertz (log-linear) and that the population
above age 100 follows a stable distribution.
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Aging population structure We calculate the ratio of the number of elderly≥ 65 years to
the number of adults between ages 20 to 64 years, which is known as the aged dependency
ratio. For programs relying on intergenerational transfers of wealth like Social Security,
larger ratios imply greater strain on the working age population to support the elderly
dependent population. The right panel of Figure 5 gives the aged dependency ratio from
1980 to 2030. In 1980, there were 30.5 elderly per 100 people of working age. We
estimate that the ratio rises steadily over time and faster than officially projected. By
2030, we forecast 40.6 elderly will be alive per 100 people of working age. In contrast,
the SSA projects the ratio lower, 39.5 per 100 people of working age. The difference of
1.1 additional elderly per 100 people of working age is considerable when compared to
historical data in the U.S. and elsewhere.

6. Sources of uncertainty

Physicians, policy makers, and public health officials make many decisions based on mor-
tality forecasts, regardless of the uncertainties. Nevertheless, any user of these or other
forecasts should be aware of how forecasts can go wrong. We may have reduced the
uncertainties considerably by including more demographic and risk factor information in
the forecasts, but the following unknowns remain.

First, surveys used to estimate obesity and smoking prevalence have sampling error,
partially mitigated by smoothing over time and large sample sizes (11,000–116,000); they
also have self-reporting error. Second, death and population counts may also be measured
with error, especially for individuals without birth certificates such as elderly southern
blacks. Third, growing social stigmas of smoking and obesity may lead to under-reporting
of smoking behavior and weight (Ezzati et al. 2008). However, error in self-reports would
not likely cause many to under-report their weight so much as to become recategorized
as overweight instead of obese, and in any event will only bias our analyses to the extent
that the stigma itself varies substantially over time, regardless of the degree to which the
prevalence of smoking and obesity change.

A final source of uncertainty is model dependence, such as that due to choices in
making covariate, lag, and prior specifications (King and Zeng 2006). The model-based
uncertainty in mortality forecasting almost always far exceeds sampling uncertainty —
which is why sampling error-based confidence intervals are excluded from most mortality
forecasting reports, including ours. However, the near irrelevance of these traditional
confidence intervals does not imply that forecasters should only study point estimates and
ignore uncertainty altogether. We now offer a way to understand and formalize these
sources of uncertainty in our forecasts.
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We first study uncertainty due the choice of Bayesian priors used to represent the
knowledge that expected mortality is smooth over time and over age groups. We study
this prior uncertainty with a version of “robust Bayesian analysis” by using a class of
priors instead of only one, and with the result producing a range of forecasts instead of a
single point estimate (e.g., Berger 1994; King and Zeng 2001). Thus, for each covariate
specification, we use all prior specifications that pass through our search algorithm for
setting priors described in Appendix A3. The result of this process is a large number of
forecasts that we present as an uncertainty interval in the top panels of Figure 6. Prior
uncertainty does affect the forecast, but the pattern in the forecasts remains unambiguous.

In the middle panels of Figure 6, we show the male and female forecasts time, smok-
ing, and obesity, and with varying lag length specifications. Lag lengths are color coded
and labeled in five-year intervals from 5 years at the left to 25 years at the right. Prior-
based model dependence is also represented in this figure by plotting the whole forecast
interval for each given lag length. The results indicate a lack of strong dependence on the
lag length. Recall that, with our cohort approach, including a k-year lag of the covariates,
produces a forecast k years into the future. This is why, for example, the purple-colored
5-year forecasts extends until 2012, whereas the black-colored 10-year forecasts go until
2017. Thus, to compare these two forecasts directly, we must project the 5-year forecasts
an extra five years or examine where the 10-year lag forecast projects when it is only 5
years out. In most cases, each k-year forecast is consistent with the (k +5)-year forecast;
slight exceptions are approximately within the prior uncertainty bounds, represented by
multiple lines for each lag length.

The bottom panels in the figure portray model dependence due to the choice of co-
variates, with the prior uncertainty interval included as before. The red-colored forecast
intervals include only time and lagged smoking, whereas the black-colored intervals in-
clude time, lagged smoking, and lagged obesity. Although this is not a causal model,
it does make some sense that most of the forecast intervals that include obesity lead to
higher mortality forecasts after age 50.

All these sources of uncertainty are real and represent exactly where future research
is worth pursuing. But even with these uncertainty intervals and differences, the forecasts
remain quite informative and most of the patterns remain intact. Although we have gone
considerably further than is typical in representing these types of model-based uncertainty,
this figure still omits a crucial issue that must always be kept in mind — that the future
may have little to do with the past, as cures and therapies are discovered, pandemics occur,
and new risk factors emerge.
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Figure 6: Model-based uncertainty: Prior specification, lag length specifica-
tion, covariate specification
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7. Concluding remarks

By including more health and demographic information than has been previously possi-
ble, we draw several important conclusions about future mortality patterns. First, by in-
corporating information on the steady decline in cigarette smoking prevalence and rapid
increase in obesity, we forecast mortality may decline faster than officially projected, es-
pecially for males ≥ 50 years. Second, the pace of mortality decline may be faster for
males than for females. Third, the impact on the demography of future populations is
profound. We find faster gains in life expectancy and faster aging of the U.S. population
than officially projected.

The age profiles and time trends of our mortality forecasts are smooth and maintain
the same venerable demographic patterns of historical mortality in the U.S. and most
other countries and time periods. By incorporating risk factors with known health effects
(smoking and obesity) we are able to produce more informed mortality forecasts in a
statistically sound manner.

Our findings, along with those of Olshansky (1988); Lee and Carter (1992); Lee and
Miller (2001); Oeppen and Vaupel (2002); Olshansky et al. (2005); Li and Lee (2005);
Wang and Preston (2009); Stewart, Cutler, and Rosen (2009); Olshansky et al. (2009) em-
phasize the importance of continual development and assessment of forecasting methods
and the potential utility of including risk factors in forecasts. The careful inclusion of risk
factors, while maintaining ubiquitous demographic properties, will allow demographers
to improve the quality, accuracy, and transparency of mortality forecasts.

We must keep in mind that these forecasts are at the population level, based on time-
lagged correlations, and do not necessarily imply causality at the individual level. Addi-
tional relevant covariates may further inform future forecasts, such as trends in marriage,
education, and immigration. Although traditional omitted variable or confounding bias
are not relevant here, as they are in estimating causal effects, one may be able to improve
our forecasts with such additional information.

Future US mortality patterns may be, at least in part, affected by future mortality pat-
terns elsewhere. As Torri and Vaupel (2011) note, this cross-national association may
occur through several pathways including the transfer of scientific knowledge and in-
novations (e.g., pharmaceuticals, standards of care), introduction of pathogens through
migration and travel, and macro-level political, social, and economic forces. Our method-
ology and framework may prove useful for future global forecasts of mortality that take
into account relevant contextual factors and incorporates demographic commonalities and
differences.

The demography of future populations in the US and abroad has direct implications
upon the financing of entitlement, smoking cessation, and obesity reduction programs.
Reduced smoking may translate into a net financial loss for the Social Security Adminis-
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tration (Sloan et al. 2004) and Medicare (Wright 1986). Whether obesity-related mortal-
ity represents net financial gains or losses to Social Security and Medicare remain open
questions. Much depends on the morbidity associated with obesity, early work disability,
earnings, and mortality before and after retirement age.
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A Appendix: Forecasting methodology

In this appendix, we summarize the forecasting methodology described in Girosi and
King (2008) (Section A2), explain our extension of the Girosi-King approach to facilitate
prior specification (Section A3), and give an empirical example (Section A4).

A1 Overview of forecasting methodology

Here we provide a concise overview of our forecasting model. We begin with observed
conditional probabilities of death over age and time. As a baseline, we first start with
a simple least squares regression where the dependent variable is the logarithm of the
conditional probability of death for a given age, and the independent variable is time.
Second, we add potentially informative covariates, namely a cohort’s previous smoking
patterns. Third, we discuss the advantages and disadvantages of the linear regression
framework. Finally, we present a solution to these disadvantages.

First, consider a simple linear regression of the logarithm of the conditional probabil-
ity of death as a function of year. For simplicity, we focus on the the age [75, 76) years.
We may write this regression model as: E(log(q75,t)) = β(0) + β(1)yeart, where q75,t

is the conditional probability of death for age 75 years and time t, β(0) is the intercept
parameter and β(year) is the slope parameter for the covariate year. The resulting fore-
casts are often plausible, especially of all-cause mortality in low-mortality countries with
a short forecasting window.

Second, consider a multiple linear regression model of the logarithm of the conditional
probability of death as a function of year and a cohort’s smoking patterns 25 years earlier.
The model is similar to simple linear regression and offers the promise of incorporating
additional covariates. We may write this regression model as: E log(q75,t) = β(0) +
β(year)yeart + β(smoking)smoking50,t−25, where β(0) and β(year) are similarly defined,
and β(smoking) is the slope parameter for the covariate smoking. The covariate smoking
(“lagged smoking”) conveys the cohort’s earlier smoking patterns when it was 50 years
of age 25 years ago.

Third, linear regression is a useful framework for demographic forecasting. With an
appropriate transformation (in our case the natural logarithm), conditional probabilities
of death may be modeled as a linear function of year. We can also include potentially
informative covariates, either a ‘cohort effect’ (e.g., a cohort’s earlier smoking patterns)
or a ‘period effect’ (e.g., the 1964 US Surgeon General’s Report on Smoking and Health
(Office of the Surgeon General 1964)). We can further specify covariates for some age
groups and not for others, depending on the context. For example, we only consider
lagged smoking for ages 50 years and older. In addition to easily incorporating covariates,
we can also assess the plausibility of resulting forecasts, as is done in Figure 3. We may
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write the regression for all ages concisely as:

E(log(qa,t)) =

{
β

(0)
a + β

(year)
a yeart, if a < 50

β
(0)
a + β

(year)
a yeart + β

(smoking)
a smokinga−25,t−25, if a ≥ 50

(5)

where smokinga−25,t−25 is smoking prevalence 25 years earlier in age and 25 years earlier
in time.

A multiple linear regression that includes time and lagged smoking is a plausible
model specification. Yet most demographers and population biologists would not ex-
pect the resulting forecasts−adult mortality that does not increase monotonically and age
profiles that do not maintain the quintessential all-cause shape. The problem is not the
demographic knowledge that was used to specify the model. Rather, the problem is the
model itself. Specifically, individual multiple regression models treat each cross-section
of age-specific mortality separately. Therein lies the research gap−how to incorporate
potentially informative covariates while still maintaining plausible and smooth mortality
forecasts.

Fourth, we propose a solution to this statistical problem that is based on the intuitive
appeal of multiple linear regression and maintains reasonable demographic properties.
Using the framework developed by Girosi and King (2008), we jointly estimate the multi-
ple regression models for each age. The only difference between standard multiple linear
regression and our model is how we estimate the regression coefficients. We follow a
Bayesian perspective and draw the regression coefficients from posterior distributions.
We describe more details in Section A2, and the model is fully developed and rigorously
evaluated in Girosi and King (2008). The Bayesian methodology enables demographers
to specify if and how to smooth mortality across age, time, and cohort through the use
of smoothness functionals and smoothness parameters. Demographers are able to tune
smoothness parameters that control:

1. Smoothness over time: how much an age-specific mortality rate changes over time,
2. Smoothness over age: how much age-specific mortality rates change over time

between neighboring ages,
3. Smoothness over age and time: how much the pace of change in an age-specific

mortality rate over time varies the pace of change in a neighboring age-specific
mortality rate over time.

For example a demographer might believe in smoothness over time and state that age
75 mortality in 2020 will be a similar value as age 75 mortality in 2019. A demographer
might also believe in smoothness over age and state that age 75 mortality in 2020 will be
slightly higher than age 74 mortality in 2020 and slightly lower than age 76 mortality in
2020. Finally, a demographer might believe in smoothness over age and time and state
that if age 75 mortality is declining at a certain pace over time, age 74 and age 76 will
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decline at a similar, though not necessarily identical, pace. The key innovation is that
demographic experts state their prior beliefs on the expected value of mortality, of which
a great deal is known.

The smoothing parameters can be tuned to extreme levels and become equivalent to
linear regression. For example, if we fully tune out all smoothness parameters, each cross-
section of age-specific mortality would be modeled independently, yielding a forecast
equivalent to multiple linear regression. Another example would be if we fully tune on
smoothness over time and fully tune out smoothness over age and smoothness over age
and time. The resulting forecast would be equivalent to simple linear regression and
ignore any covariate other than time. Of course, a better forecast would be one that tunes
the smoothness parameters in a more nuanced manner, incorporating covariate effects and
maintaining likely demographic patterns. We consider a class of smoothness parameters
and determine if and how to specify covariates. Common to all regression methods, a
covariate will only affect the out-of-sample prediction (i.e., the forecast) if, and only if,
there is an empirical relationship in the observed historical data. A group of experts
may share some common beliefs on basic demographic properties and differ on other
patterns. We are able to incorporate this range of expert beliefs by considering a range
of smoothness parameters and covariate specifications. This flexibility in modeling forms
the basis of what is formally known as ‘robust Bayesian analysis’.

A2 Bayesian hierarchical model

Here we summarize the forecasting methodology developed by Girosi and King (2008).
Let A be a set of ages and T be a set of years that define the age and time mortality
window. Let na represent the width (years) of an age interval starting at age a ∈ A. Let
na

Da,t be the number of deaths between ages a and a + na in time t. Let Pa,t be the
population at exact age a in time t. Then, the conditional probability of death is defined
as na

qa,t =na
Da,t/Pa,t for all a ∈ A and t ∈ T . For brevity, we drop the left subscript

representing the width of the age interval, na.
Consider first a single cross-section of age-specific mortality observed over time and

modeled individually with this separate linear-normal (least-squares) regression:

log(qa,t) ∼ N(µa,t, σ
2
a) (6)

µa,t = Za,t βa, (7)

where µa,t ≡ E(qa,t) and qa,t is assumed to be independent over time after conditioning
on Z, where Z is a matrix of covariates that may include lags of log(qa,t). This model is
a multiple linear regression model written in more compact matrix notation. Suppose we
assume that there is at least one death in all age-time groups. Then under these assump-
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tions, the likelihood function for the model is:

P(q|βa, σ2
a) ∝

∏

i

σ−Ta exp

(
−1
2σ2

a

∑

i

(log(qa,t)− Za,tβa)2
)

. (8)

This simple linear-normal model forms the lowest level structure of the hierarchical
Bayesian approach developed by Girosi and King (2008). As such, the coefficients, βa,
and standard deviations, σi, are random variables with their own prior distributions. We
denote the prior distribution for the standard deviation, σi, as P(σ). The prior distribution
for the coefficients, βa, which usually depend on one or more hyperparameters, θ, is
denoted byP(β|θ). Girosi and King (2008) specify the priorsP(σ) andP(θ) as a Gamma
distribution for computational simplicity. The prior P(β|θ) is treated as informative and
is the main way that this approach differs from independent linear regressions. Using the
likelihood function specified in Equation 8 and assuming that σ is prior independent of β
and θ, the posterior distribution of β, σ, and θ conditional on the data is,

P(β, σ, θ|q) ∝ P(q|β, σ)[P(β|θ)P(θ)P(σ)], (9)

where the prior P(β, σ, θ) ≡ P(β|θ)P(θ)P(σ). Once the prior densities have been spec-
ified, we summarize the posterior density of β with its mean,

βBayes ≡
∫

βP(β, σ, θ|q)dβdθdσ. (10)

The variability around the mean represents one source of uncertainty (discussed in 6). As
Girosi and King (2008) note, by choosing a suitable prior density for the coefficients, β,
we can summarize and formalize prior demographic knowledge that shows how the coef-
ficients are related to each other and how information is shared among cross-sections of
age-specific mortality over time. Furthermore, if the prior for the coefficients is specified
appropriately, the information content of the estimates of β will increase, leading to more
informative and accurate forecasts.

Unfortunately, these coefficients are never observed and so the claim that anyone has
prior knowledge about them is dubious. Recall that these coefficients on smoking and
obesity are based on population aggregates and so do not represent the causal effects
commonly estimated at the individual level. In addition, if we know that adjacent age
groups have similar mortality levels, this does not mean that they have similar coefficients.
In fact, if the covariates are not smooth, then the coefficients must also not be smooth in
order to produce smooth mortality over the age groups.

Fortunately, over more than three centuries, demographers have gathered a great deal
of information about mortality in numerous time periods and geographic regions, which
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we can conveniently use to set priors on expected mortality, instead of focusing on the
coefficients. We follow Girosi and King (2008) and employ a two-step strategy to derive
a prior density on the regression coefficients, βa. First, the prior is specified on the ex-
pected value of log-mortality. Second, this information is translated on the coefficients
so standard Bayesian computation and estimation strategies can be used. In the first step,
expert knowledge and information is translated into a set of L statements about the prop-
erties of µ, the expectation of log-mortality. The lth statement, for example, is denoted as
Hl[µ] for l ∈ [1, ..., L]. The statements are also known as smoothness functionals, which
are then put in a probabilistic form. For example, a normal probability density prior for µ
might be,

P(µ|θ) ∝
(
−0.5

∑

l

θlHl[µ]

)
≡ exp (−0.5H[µ, θ]) , µ ∈ RNT xNA , (11)

where NT and NA are the cardinalities of sets T and A, respectively. In the second step,
merely by substituting in, the prior density is transformed in terms of the coefficients β
as,

P(β|θ) ∝ exp(−0.5Hµ[β, θ]), (12)

where Hµ[β, θ] ≡ H[Zβ, θ]. This works because the subspace of Z is invertible (with
a constant Jacobian), which represents the support of the prior µ − Zβ. An attractive
consequence of this procedure is that we only need to specify what we are willing to
assume since the resulting prior is improper. This helps code both what is known ex ante
— such as smoothness of expected log-mortality over age and time, as well as the shape
of the mortality age profile — and what is not known — such as the level of expected
mortality at any one time — to which the prior is indifferent so we can let the data speak
more loudly.

A3 Search algorithm for setting priors

We now discuss a search algorithm we developed to facilitate choosing the specific values
of the priors, given a choice of smoothness functional and the methodology described in
Appendix A2. Suppose, given our empirical evidence, we wish to smooth over age and
time. We consider the following prior that includes two smoothness functionals,

H[µ, θage, θtime] ≡ θage

NANT

∫ NT

0

∫ NA

0

(
d2

da2
(µ(a, t)− µ̄(a))

)2

da dt

+
θtime

NANT

∫ NT

0

∫ NA

0

(
d2

da2
µ(a, t)

)2

da dt

(13)
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where NA and NT are similarly defined as they were in Equation 11 for age and time.
Given this prior distribution, we only need to choose the smoothness parameters θage and
θtime.

As Girosi and King (2008) note, the value of these smoothness parameters determines
how much weight is put on the prior as compared to the data in the estimation. The value
of the smoothness parameter also determines how smooth the forecast will be. Instead of
specifying the value of θage and θtime, we specify the value of the standard deviation of
the priors, σage and σtime, which are equivalent but more easily interpretable. A small
value of σage, for example, would impose more weight on the prior and impose more
smoothing over age compared to a relatively larger value of σage. The same is true for
values of σtime and smoothing over time.

We consider a grid of σage and σtime values. In practice, the grid is either evenly
spaced on the true scale or evenly spaced on the logarithmic scale. Each point on the grid
represents a separate model and typical grid would contain several hundred points. For
each point on the grid, we set aside the most recent years of historical observation as a
validation period (T ∗) and forecast. For each forecast, we also calculate four summary
measures. Our first summary measure is the prediction error (measured by the root mean
square error) for all age groups and years in the validation period. Second, we measure
the arc lengths of the age profiles in the validation period once the mean age profile from
the validation period is removed. Third, we measure the arc length of each time profile’s
deviation from its own trend line. We consider various degrees of polynomials to which
the time profiles are smoothed. Fourth, we remove the constant from all the time profiles
(so that each has mean zero) and measure the arc length of their deviations from the mean
time profile.

We derive an objective function based on the four summary measures. For brevity, we
use the abbreviation PE for prediction error, Age AL for age arc length, Time AL for time
arc length, and Trend Dev for trend deviation. The objective function is,

f(PE, Age AL, Time AL, Trend Dev) =

w1

√
PE + w2(Age AL) + w3(Time AL) + w4(Trend Dev),

(14)

where ~w is chosen by the user and
∑4

i=1 wi = 1. We find the (σage, σtime) that minimizes
the objective function and this choice of priors represents our ‘best’ forecast.

A4 Forecasting methodology example

Finally, we offer a simple worked example of male mortality including time, lagged smok-
ing, and lagged obesity as covariates. Suppose we wish to incorporate our belief that
age-specific log-mortality is smooth over time. We also believe nearby ages will share
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similar, though not identical, patterns over time. We represent these beliefs as prior in-
formation through a smoothness functional. The goal of the search algorithm is to select
a sufficiently large weight for the prior that yields a forecast with similar patterns across
time for nearby ages. Yet, the weight is not too large such that the age-specific patterns
are perfectly identical over time. And if the data contradict the prior sufficiently, the prior
is automatically down-weighted or ignored in the final forecasts.

We begin with a two-dimension grid of σage and σtime values. For example, we chose
candidate σage and σtime values evenly spaced on the logarithmic scale between log(0.1)
and log(20). The resulting sigma grid is shown in Figure 7.

Figure 7: Sigma grid
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Note: Each (σage, σtime) point represents a separate model.
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We chose the weight vector ~w = (0.4, 0.2, 0.2, 0.2). Given this weight vector, the
prediction error component of the objective function receives the greatest weight, al-
though the age arc length, time arc length, and trend deviation components also receive
substantial weight. The objective function surface is plotted in Figure 8. The sigma
combination (σage, σtime) that yields the lowest objective function is (1.99,0.10). The
forecast based on this prior distribution represents our ‘best’ forecast.

Figure 8: Objective function

Note: Three-dimensional plot of σage, σtime, and corresponding objective function values.
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The objective function surface is also used to examine model-based uncertainty based
on prior specification and form uncertainty intervals for the forecast. In Figure 9, we
replot the sigma grid and color each sigma combination by its objective function value
percentile. For example, the red colored (σage, σtime) values represent the highest quar-
tile of objective function values. The yellow colored, green colored, and blue colored
sigma combinations represent the second, third, and fourth highest quartiles of objective
function values, respectively. The black colored sigma combination represents the ‘best’
forecast. A user may select the percentile cutoff (e.g., 50%). Forecasts resulting from
sigma combinations with objective functions below the percentile cutoff represent the
uncertainty interval.

Figure 9: Sigma grid with objective function quartiles
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Notes: Sigma grid color-coded to represent the quartile of objective function values. Sigma combinations with the
lowest objective function quartile are shown in red, second lowest in yellow, second highest in green, and
highest in blue. The sigma combination minimizing the objective function is shown as a black dot.
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