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The objective of the work of Van der Gaag et al. is to describe an estimator for the age-
specific incidence and mortality rates of an irreversible disease (or state) in case the age-
specific prevalence and overall mortality rate of a population is given. The authors use 
variations of an illness-death model (Figures 1 and 2 in Van der Gaag et al. (2015)), which 
dates back at least to Fix & Neyman (1951). The resulting estimator for the incidence and 
mortality rates is based on a three step approach, which the authors describe as being 
motivated by the works of Podgor and Leske (1986) and of Barendregt et al. (2003).  
 
The problem we see in the article by Van der Gaag et al is that the properties of the new 
estimation methods have not been examined analytically nor evaluated in a simulation study. 
A simple but very important question is: how accurate does the method estimate what it is 
supposed to estimate? 
 
We would like to contribute to this question and show that the new estimator leads to results 
which could be (i) made more accurate and (ii) obtained with less effort by another estimation 
method. A minimalistic setting for examining the accuracy of the new estimator is the 
question, how accurate the new estimator is able to reproduce the incidence from input data 
where the incidence (and mortality) that produced this input is known? 
 
In this letter we restrict ourselves to the model in Figure 1 of Van der Gaag et al., which is the 
classical illness-death model without risk factors others than age. The notion is analogously to 
Van der Gaag et al. 
 
First, we generate a prevalence data set based on known incidence and mortality rates. We 
choose the incidence rate θ(x) = (x − 55)+/1000 where t+ means the positive part of t: t+ = t if t 
> 0 and 0 else. The general mortality µtot is chosen to be of Strehler-Mildvan type µtot (x) = 
exp(− 10.5 + 0.1 x). Furthermore, we assume that the relative mortality r is 2 for all ages: r(x) 
= 2. If we assume no calendar time trends in the rates and no migration as in Van der Gaag et 
al., the age-specific prevalence QD(x) is the solution of the following ordinary differential 
equation (Brinks et al. 2013): 
 

dQD/dx = {1 − QD} {θ − µtot QD (r − 1)/[1 + QD (r − 1)]}. 
 
Together with the initial condition QD(55) = 0, we can numerically calculate the associated 
age-specific prevalence. 
If we then apply the new estimator to this prevalence (using the known µtot and r), we find 
that the mean relative error of the estimated incidence is 5.7%. The maximum relative error is 
50%. If instead the estimator described in Brinks et al. (2013) is used, the mean and maximum 
relative error is 0.05% and 0.34%. Moreover, the estimator of Brinks et al. is easier to 
calculate, because it does not need any optimisation algorithms. The figure shows the 
estimated age-specific incidence rates compared to the incidence used as input  
 



 
Figure: Estimated age-specific incidence (crosses) compared to the incidence used as input for the prevalence 
data (blue line). The left part of the figure shows the estimate by Van der Gaag et al. The right part represents the 
estimate of Brinks et al. (2013). 
 
Hence, we would recommend to use the estimator by Brinks et al. which has also been 
generalised to cope with migration (Brinks & Landwehr 2014) and calendar time trends 
(Brinks & Landwehr 2015). 
 
We appreciate the efforts of Van der Gaag et al. and thank the authors for their valuable work. 
Similar to Van der Gaag et al. we provide the R code for this comparison on the website of 
Demographic Research. 
 
The source code can be downloaded here. 
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