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Abstract

BACKGROUND
Previous research has found that unusually hot temperatures reduce birth rates eight to ten months later.

OBJECTIVE
We examine one of the potential mechanisms behind this relationship: the connection between ambient temperature and sexual activity.

METHODS
We use individual-level data provided by three waves of the Hungarian Time Use Survey between 1986 and 2010 and daily weather data from the European Climate Assessment & Dataset project.

RESULTS
Hot temperatures do not have a significant effect on sexual activity on a given day. Studying the dynamics of the relationship, we found that temperature does not influence sexual activity on subsequent days either.

CONCLUSIONS
Since high temperatures seem to have no negative effect on sexual activity, the relationship between temperature and sexual activity might be a mechanism of minor importance in the relationship between temperature and birth rates.

CONTRIBUTION
Our paper is the first study of the relationship between ambient temperature and sexual activity that uses time use data.
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1. Introduction

Past research has shown that extremely or unusually hot temperatures in a given month reduce birth rates eight to ten months later (Barreca, Deschenes, and Guldi 2018; Becker 1991; Lam and Miron 1991, 1996; Seiver 1989). Since the frequency of hot days will increase in the future due to global climate change, it is important to understand the underlying factors that drive this relationship. In theory three main mechanisms could explain the reduced birth rate after a heat shock (for a formal model, see Lam, Miron, and Riley 1994). First, temperature shocks could decrease sexual activity. Second, extreme temperature could affect the probability of conception, e.g., by reducing semen quality. Third, hot ambient temperatures could influence the development of fertilized embryos or the physical condition of pregnant women, leading to a higher rate of spontaneous fetal loss during the first few weeks of pregnancy. The second mechanism has already been studied (e.g., Durairajanayagam et al. 2014; Gyllenborg et al. 1999; Levine 1991; Levine et al. 1990; Levitas et al. 2013), but there is a gap in the literature regarding the other two mechanisms (some papers study the effect of temperature on the probability of fetal death, but they focus on stillbirths).

In this paper we examine the first mechanism: the relationship between ambient temperatures and sexual activity. Although previous papers have studied the seasonal variation in sexual activity (Fortenberry et al. 1997; Levin, Xu, and Bartkowski 2002; Markey and Markey 2013; Rodgers, Harris, and Vickers 1992; Udry and Morris 1967; Wood et al. 2017), our paper is among the first to analyze the effect of ambient temperatures explicitly. To our knowledge, only Wilde, Apouey, and Jung (2017) have analyzed temperature-induced changes in sexual behavior. They used monthly-level data and showed that both sexual activity and internet searches of sexually-themed expressions decreased with increasing temperature in sub-Saharan Africa.

Our paper offers several advantages in contributing to this scarce literature. First, we use daily-level time use and weather data. This way we can estimate the immediate and the delayed effects of temperature on sexual activity. Second, unlike Wilde, Apouey, and Jung (2017), who estimate a linear effect, we model the relationship between the temperature and sexual activity in a flexible way.

Since we use data from Hungary, whereas the literature on the relationship between birth rate and temperature is mainly based on US data, it is worth looking at the seasonality in birth rates and temperature across some countries (Figure 1). The seasonal pattern of Hungarian birth rates is quite similar to those observed in other European countries or in the United States. There is a peak between July and September (nine months after the coldest months of the year), whereas birth rates are lower than average in April (nine months after July) and in November/December. It suggests that
the temperature–birth rate relationship in Hungary might be similar to those reported by previous studies.

**Figure 1:** Seasonality in average daily births and temperature, 1991–2008

**a) Births**
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**b) Avg. temperature**
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2. Data and empirical method

We use the individual-level data sets of three waves of the Hungarian Time Use Survey (HTUS) administered by the Hungarian Central Statistical Office. The waves used in this analysis are from 1986/1987, 1999/2000, and 2009/2010. Table 1 shows the most important features of the surveys. The methodology of the time use surveys corresponds to the guidelines of the Harmonized European Time Use Surveys (Eurostat 2009), enables the study of change over time, and ensures international comparability. All waves spread over a yearlong period and follow an open diary design. The sampling units are the households, but only one person per household completes a diary for the previous day (starting at 4 a.m. and covering 24 hours) in the course of a face-to-face interview, providing detailed information on their time allocation.

Table 1: The main characteristics of the three waves of Hungarian Time Use Survey

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Age range</td>
<td>15–79</td>
<td>15–84</td>
<td>10–84</td>
</tr>
<tr>
<td>Number of activity codes</td>
<td>480</td>
<td>508</td>
<td>548</td>
</tr>
<tr>
<td>Number of diaries</td>
<td>39,600</td>
<td>43,200</td>
<td>8,400</td>
</tr>
<tr>
<td>Diaries per person</td>
<td>4 (1 per season)</td>
<td>4 (1 per season)</td>
<td>1</td>
</tr>
<tr>
<td>Type of diary</td>
<td>Open diary</td>
<td>Open diary</td>
<td>Open diary</td>
</tr>
</tbody>
</table>

Our dependent variable is a binary indicator denoting whether sexual activity was reported in a diary. In the first two waves of the HTUS, sexual activity was measured with (or included in) a single activity code that was labeled as ‘dating, intimacy.’ In the third wave these two activities were separated, there were different activity codes for ‘dating’ and ‘intimacy.’ To get comparable data we created a new variable in the third wave that measured sexual activity similarly to the first two waves. That is, our sexual activity variable takes the value 1 if the respondent reports any activity coded as ‘dating’ or ‘intimacy.’

The weather data comes from the European Climate Assessment & Dataset project (Tank et al. 2002) that provides daily weather data for five large Hungarian cities from different parts of the country (Budapest, Szeged, Debrecen, Szombathely, and Pécs) between 1901 and 2015. The data set includes information on maximum, minimum, and average temperatures, precipitation, and sunshine hours. Using this data we estimated the daily weather conditions for every Hungarian settlement applying an inverse square distance interpolation method. Then, assuming that weather conditions are quite similar within certain geographic regions, we calculated the average temperature, precipitation,
and sunshine values for the 19 Hungarian counties and Budapest (the capital) by taking the mean of the settlement-level values within these larger geographical units. Weather conditions are linked to time use surveys at the day-county level.

To quantify the effect of temperature fluctuations, we estimate the following regression:

\[
Y_{ict} = \alpha + \sum_j \beta_j T_{ct}^j + \chi'X_i + \delta h_t + \sum_d \lambda_d d \omega_d^t + \rho_{cm} + \mu_{ym} + \epsilon_{ict},
\]

where \(i\) denotes the individual, \(c\) denotes the county (place of residence), and \(t\) denotes the time (diary day = year-month-day). \(Y\) is a dummy variable that indicates the sexual activity of individual \(i\). The ambient temperature is captured by a vector of dummy variables (T), indicating average daily temperatures \(<0, 0–10, 10–20, \text{and } >20^{\circ}\text{C}\) on the diary day in county \(c\). In the regression, \(T_{10–20}\) is the omitted category. \(X\) is the vector of the additional control variables. It includes age, age squared, and a series of dummy variables for personal characteristics: gender, marital status, education level, labor force status, household size, and type of place of residence. It also includes an indicator variable for whether the survey day was a public holiday in Hungary (\(h_t\)) and binary indicators for the days of the week to account for differences throughout the week (\(dow_t\)). Although variations in temperature can be considered as exogenous, control variables might improve precision of the estimation. County-by-calendar-month fixed effects (\(\rho_{cm}\)) adjust for time-invariant unobserved seasonal differences in sexual activity across counties. Year-by-calendar-month fixed effects (\(\mu_{ym}\)) control for time-varying common shocks. It means that the effect of the temperature on sexual behavior is identified from daily variations in the temperature after adjustment for differences in county-specific seasonality and time-specific common shocks.

We restrict our analysis to the population aged 18–40 (potential parents). In the period of 1986–2010, 96% of the mothers and 94% of the fathers of newborns were between the ages of 18 and 40. The final sample size is 34,295.

We estimate Equation 1 using a linear probability model. Standard errors are clustered at the county-year-month level. We use an individual weight that adjusts for the unequal inclusion probabilities (provided by the HTUS) combined with another weight that transforms every wave’s N equal. Dummies are included for missing control variables.

In the final sample, on average, 2.4% of the respondents reported having sexual activity on the diary day. Most of the survey days fall into the 10–20°C temperature bin (35%), whereas 15% of the survey days have a mean temperature below 0°C, and 19% of the survey days have a mean temperature above 20°C.
3. Results

First, we checked the seasonal pattern of sexual activity in our sample. We calculated average sexual activity by calendar month, and we found that it is the lowest in July and December, and the highest in November. In addition, it is not correlated with the monthly average of daily mean temperature ($r = 0.08$).

Next, we estimated Equation 1. The effects for the main specification are reported in row 1 of Table 2. Temperature seems to have an insignificant influence on sexual activity. We not only found insignificant coefficients, but there is no clear pattern regarding the signs of the estimated effects. Since a high temperature seems to have no negative effect on sexual activity, the relationship between temperature and sexual activity might be a mechanism of minor importance in the relationship between temperature and birth rates.

We get similar results even if we use 3°C-size temperature bins (Figure 2). Hotter or colder days do not increase or decrease significantly the probability of reporting sexual activity. There is no clear relationship between ambient temperature and sexual activity. However, we note that extremely cold and hot temperatures are rare in Hungary (e.g., only 1.1% of the survey days have a daily mean temperature above 27°C, and 2.8% of them have a daily mean temperature below –6°C), therefore the identification might be weak, and the estimations are less precise.

Rows 2 to 12 of Table 2 summarize the results of some robustness tests. First, we changed the control variables. In row 2, we additionally controlled for the daily precipitation and sunshine hours. In row 3, we excluded the individual-level control variables ($X_i$). Next, we restricted the sample to the population aged 20–34 (row 4) and to counties where the weather stations are located (row 5). In row 6 and 7, we used unclustered standard errors and standard errors clustered at the county level, respectively. We also estimated a Probit model. The average marginal effects from this exercise are reported in row 8. Next, we used temperature values calculated at the microregion level instead of the county level (row 9). In this estimation we included microregion-by-calendar-month and year-by-month fixed effects. Finally, we experimented with the fixed effects. In the baseline regression we used county-by-calendar-month and year-by-month fixed effects. In row 10, we included county, year, and month fixed effects. In row 11, we used county-by-calendar-month and year fixed effects, whereas in row 12, we estimated our regression with county-by-year-by-month fixed effects. None of these changes affected the main conclusion: The relationship between temperature and sexual activity does not seem to be a relevant mechanism for temperature-induced birth seasonality. High temperatures do not decrease sexual activity.
Table 2: The effect of ambient temperature on sexual activity (in percentage points)

<table>
<thead>
<tr>
<th>Daily temperature</th>
<th>Below 0°C</th>
<th>0 to 10°C</th>
<th>10 to 20°C</th>
<th>Over 20°C</th>
<th>N</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Baseline</td>
<td>−0.32 (0.77)</td>
<td>0.67 (0.70)</td>
<td>ref. cat.</td>
<td>0.30 (0.38)</td>
<td>34295</td>
<td>0.040</td>
</tr>
<tr>
<td>(2) With precipitation and sunshine hours</td>
<td>−0.18 (0.75)</td>
<td>0.69 (0.70)</td>
<td>ref. cat.</td>
<td>0.12 (0.41)</td>
<td>34295</td>
<td>0.040</td>
</tr>
<tr>
<td>(3) Without individual controls (X_i)</td>
<td>−0.21 (0.79)</td>
<td>0.71 (0.72)</td>
<td>ref. cat.</td>
<td>0.23 (0.38)</td>
<td>34295</td>
<td>0.027</td>
</tr>
<tr>
<td>(4) Population aged 20–34</td>
<td>−0.93 (1.01)</td>
<td>0.67 (0.92)</td>
<td>ref. cat.</td>
<td>0.38 (0.53)</td>
<td>21786</td>
<td>0.054</td>
</tr>
<tr>
<td>(5) Counties with a weather station</td>
<td>−2.34 (1.41)</td>
<td>−0.61 (1.30)</td>
<td>ref. cat.</td>
<td>−0.09 (0.65)</td>
<td>11422</td>
<td>0.036</td>
</tr>
<tr>
<td>(6) Unclustered robust SE</td>
<td>−0.32 (0.81)</td>
<td>0.67 (0.73)</td>
<td>ref. cat.</td>
<td>0.30 (0.38)</td>
<td>34295</td>
<td>0.040</td>
</tr>
<tr>
<td>(7) SE clustered at the county level</td>
<td>−0.32 (0.78)</td>
<td>0.67 (0.58)</td>
<td>ref. cat.</td>
<td>0.30 (0.26)</td>
<td>34295</td>
<td>0.040</td>
</tr>
<tr>
<td>(8) Probit (avg. marg. effects)</td>
<td>−0.52 (0.57)</td>
<td>0.50 (0.54)</td>
<td>ref. cat.</td>
<td>0.21 (0.35)</td>
<td>34295</td>
<td>0.180</td>
</tr>
<tr>
<td>(9) Microregion-level weather data</td>
<td>−0.96 (0.80)</td>
<td>0.13 (0.74)</td>
<td>ref. cat.</td>
<td>0.20 (0.39)</td>
<td>34295</td>
<td>0.159</td>
</tr>
<tr>
<td>(10) County FE, Year FE, Month FE</td>
<td>−0.21 (0.77)</td>
<td>0.60 (0.68)</td>
<td>ref. cat.</td>
<td>0.21 (0.39)</td>
<td>34295</td>
<td>0.023</td>
</tr>
<tr>
<td>(11) County-by-calendar-month FE, Year FE</td>
<td>−0.10 (0.75)</td>
<td>0.67 (0.68)</td>
<td>ref. cat.</td>
<td>0.20 (0.37)</td>
<td>34295</td>
<td>0.038</td>
</tr>
<tr>
<td>(12) County-by-year-by-month FE</td>
<td>−0.11 (0.79)</td>
<td>0.78 (0.72)</td>
<td>ref. cat.</td>
<td>0.27 (0.37)</td>
<td>34295</td>
<td>0.078</td>
</tr>
</tbody>
</table>

Note: Dependent variable: Binary indicator for whether sexual activity was reported in the diary. (1): Baseline results. (2): Information on daily precipitation (dummies for 0, 0–1, 1–5, and over 5 mm) and sunshine (dummies for 0, 0–2, 2–6, 6–11, and over 11 hours) are added. (3): Individual-level control variables (X_i) are excluded. (4): The sample is restricted to population aged 20–34. (5): Only observations in the 5 counties with a weather station are included. (6): Unclustered robust standard errors. (7): Standard errors are clustered at the county level. (8): Eq. 1 estimated by a Probit regression. Average marginal effects are reported. (9): Microregion-level temperature data with microregion-by-calendar-month fixed effects are used. (10): County, year, and calendar month fixed effects are used. (11): County-by-calendar-month and year fixed effects are used. (12): County-by-year-by-month fixed effects are used. Standard errors are in parentheses. * p<.05, ** p<.01. a Pseudo R².

Figure 2: The effect of ambient temperature using narrower temperature bins
To test the dynamic nature of the temperature–sexual activity relationship, we ran a model including not only the weather indicators on the diary day \((t)\) but also the weather indicators one day before \((t–1)\). It is possible that extreme temperatures do not influence sexual activity on a given day but they might have a sizeable effect on the subsequent day, which could result in a positive/negative total effect. The total effects are calculated for each temperature category by summing up the estimated coefficients:
\[
\sum_{i=0}^{1} T_{c(t-i)}
\]. It can be interpreted as the cumulative effect of the temperature on today’s and tomorrow’s sexual activity. The main finding of this exercise is that the effects of the current and previous day’s temperature are insignificant for all temperature bins (below 0, 0–10, and over 20°C). In addition, the 2-day cumulative effects are highly insignificant (Table 3). We also experimented with longer lag structures; these did not change the main conclusion. We did not find any significant coefficients and the cumulative effects are also insignificant.

<table>
<thead>
<tr>
<th>Daily temperature</th>
<th>(1) 2-day cumulative effects</th>
<th>(2) 3-day cumulative effects</th>
<th>(3) 4-day cumulative effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Below 0°C</td>
<td>–0.41 (0.88)</td>
<td>–0.62 (0.91)</td>
<td>–0.78 (1.01)</td>
</tr>
<tr>
<td>0 to 10°C</td>
<td>0.16 (0.74)</td>
<td>0.27 (0.74)</td>
<td>0.29 (0.77)</td>
</tr>
<tr>
<td>10 to 20°C</td>
<td>ref. cat</td>
<td>ref. cat</td>
<td>ref. cat</td>
</tr>
<tr>
<td>Over 20°C</td>
<td>0.31 (0.47)</td>
<td>0.44 (0.53)</td>
<td>0.23 (0.60)</td>
</tr>
</tbody>
</table>

*Note: Standard errors are in parentheses. * p<.05, ** p<.01.*

### 4. Conclusions

Using individual-level time use surveys we examined one of the potential mechanisms that could explain the reduced birth rates after a heat shock (Barreca, Deschenes, and Guldi 2018; Lam and Miron 1996; Seiver 1989): the relationship between ambient temperatures and sexual activity. We found no clear pattern in this relationship. The temperature has neither an immediate nor a delayed effect on sexual activity. These findings are in contrast with the results of Wilde, Apouey, and Jung (2017); however, not only does our methodology differ substantially from theirs, but we analyze data from a country where the typical daily mean temperature is much lower than in sub-Saharan Africa. Since high temperatures seem to have no negative effect on sexual activity, our results suggest that the relationship between temperature and sexual activity might be a mechanism of minor importance in the relationship between temperature and birth rates, at least in Central Europe. We note that the effect of
temperature on sexual activity might be different in other climate regions and in developing countries or might have been different in the past. Further studies should assess the validity of these results using larger samples covering more years and data from other countries.
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